
DOI: 10.1126/science.1192313
, 1078 (2010);330 Science

, et al.Vikram S. Bajaj
Zooming In on Microscopic Flow by Remotely Detected MRI

 This copy is for your personal, non-commercial use only.

 clicking here.colleagues, clients, or customers by 
, you can order high-quality copies for yourIf you wish to distribute this article to others

 
 here.following the guidelines 

 can be obtained byPermission to republish or repurpose articles or portions of articles

 
 ): December 6, 2010 www.sciencemag.org (this infomation is current as of

The following resources related to this article are available online at

 http://www.sciencemag.org/content/330/6007/1078.full.html
version of this article at: 

including high-resolution figures, can be found in the onlineUpdated information and services, 

 http://www.sciencemag.org/content/suppl/2010/10/06/science.1192313.DC1.html
can be found at: Supporting Online Material 

 http://www.sciencemag.org/content/330/6007/1078.full.html#related
found at:

can berelated to this article A list of selected additional articles on the Science Web sites 

 http://www.sciencemag.org/content/330/6007/1078.full.html#ref-list-1
, 7 of which can be accessed free:cites 26 articlesThis article 

 http://www.sciencemag.org/content/330/6007/1078.full.html#related-urls
1 articles hosted by HighWire Press; see:cited by This article has been 

 http://www.sciencemag.org/cgi/collection/chemistry
Chemistry

subject collections:This article appears in the following 

registered trademark of AAAS. 
 is aScience2010 by the American Association for the Advancement of Science; all rights reserved. The title 

CopyrightAmerican Association for the Advancement of Science, 1200 New York Avenue NW, Washington, DC 20005. 
(print ISSN 0036-8075; online ISSN 1095-9203) is published weekly, except the last week in December, by theScience 

 o
n 

D
ec

em
be

r 
6,

 2
01

0
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org/about/permissions.dtl
http://www.sciencemag.org/about/permissions.dtl
http://www.sciencemag.org/content/330/6007/1078.full.html
http://www.sciencemag.org/content/suppl/2010/10/06/science.1192313.DC1.html
http://www.sciencemag.org/content/330/6007/1078.full.html#related
http://www.sciencemag.org/content/330/6007/1078.full.html#ref-list-1
http://www.sciencemag.org/content/330/6007/1078.full.html#related-urls
http://www.sciencemag.org/cgi/collection/chemistry
http://www.sciencemag.org/


dented rate constants for interprotein ET, but also
reveals details of the conformational distributions
and dynamics that underlie protein-protein bind-
ing and reaction.
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Zooming In on Microscopic Flow
by Remotely Detected MRI
Vikram S. Bajaj,* Jeffrey Paulsen, Elad Harel,† Alexander Pines*

Magnetic resonance imaging (MRI) can elucidate the interior structure of an optically opaque
object in unparalleled detail but is ultimately limited by the need to enclose the object within a
detection coil; acquiring the image with increasingly smaller pixels reduces the sensitivity, because
each pixel occupies a proportionately smaller fraction of the detector’s volume. We developed a
technique that overcomes this limitation by means of remotely detected MRI. Images of fluids
flowing in channel assemblies are encoded into the phase and intensity of the constituent molecules’
nuclear magnetic resonance signals and then decoded by a volume-matched detector after the fluids
flow out of the sample. In combination with compressive sampling, we thus obtain microscopic
images of flow and velocity distributions ~106 times faster than is possible with conventional MRI on
this hardware. Our results illustrate the facile integration of MRI with microfluidic assays and suggest
generalizations to other systems involving microscopic flow.

In the hospital and laboratory alike, magnetic
resonance imaging (MRI) routinely provides
detailed information about the structure, fluid

dynamics, and chemistry deep within opaque ob-
jects, organs, and materials. However, the conven-
tional geometry of an MRI experiment severely
limits its sensitivity for a ubiquitous class of ap-
plications, including cerebrovascular angiography
and parallel microfluidic assays, in which the di-
mensions of the imaged objects are orders of mag-
nitude larger than those of the fluid-containing
channels they enclose. Because the signal in an
inductive nuclear magnetic resonance (NMR) coil
is proportional to the magnetic flux the coil en-
closes, the sensitivity of an NMR detector is op-
timized when the feature of interest completely
fills the detector’s active volume—a constraint that
cannot bemet for these systems. In addition, local
magnetic field gradients at the interface of fluid and
solid channel boundaries cause line broadening
and exacerbate this loss of sensitivity. Both fac-

tors severely limit the accessible resolution—the
ability to zoom in to see details of interest—in the
MRI of microfluidic devices, porous materials,
or biological fluid channels in the brain and other
organs.

To sensitively image a microscopic feature of
a flowing system, an NMR coil should ideally be
embedded within the object such that it precisely
encloses only the element of interest. Indeed, this
approach has been adopted inmicrofluidic device
studies: Multiple radio frequency–resonant struc-
tures have been fabricated directly on a chip, such
that each detector is matched to the dimensions of
the microchannel that fills it (1–4). However, this
method will not easily scale to circuitous or high-
ly parallel microfluidic geometries because it re-
quires a separate and isolated resonant circuit and
electronics for each detector in the array (2, 5),
and it additionally obscures the correlation be-
tween elements in the flow pathway. It cannot be
integrated into existing microfluidic assays, nor
can it be applied to microporous materials (6),
microchromatography columns, or living systems,
whose internal fluid channels are inherently in-
accessible to a local detector.

We have developed a suitable alternative to
this direct mode of NMR detection. Remote de-
tection (7) is a generalization ofmultidimensional
NMR (8) in which physical translation of the sam-

ple occurs before acquisition of the signal (see fig.
S1).We have applied remote detection to gas flow
in channels (9) and porous materials (10) and to
time-resolved liquid flow (11). Here, we introduce
a combination of methods that allow us to zoom
in on the microscopic details of microfluidic flow
dynamics in three spatial dimensions via the am-
plifying action of remote flow. These methods
include fabrication ofmicrosolenoidNMRprobes
with demountable microfluidic device holders;
design of remote MRI sequences for spatial en-
coding in the presence of motion, as well as for
velocimetric measurements; and compressive
sampling algorithms for faster image encoding.
This combination of remoteMRImethods (Fig. 1)
spectroscopically mimics the implantation of a
coil around a microscopic feature of interest. The
mechanism of remote detection is analogous to
that of a magnetic recording tape on which com-
plex data are first encoded and later read out by a
single stationary detector as the tape advances.

Specifically, the macroscopic imaged struc-
ture (e.g., microfluidic chip) is enclosed by a con-
ventional MRI coil, which we use only to encode
information in the phase of the NMR signal of
any analyte (solute or solvent) containing spin-½
nuclei, such as protons. We can use any Fourier
phase-encoding pulse sequence without modi-
fication from the library of conventional MRI
methods to encode the desired spatial, dynamic
(12–14), or chemical information (fig. S3). How-
ever, instead of inefficiently detecting the result
with the same coil, we next store the NMR phase
information as long-lived longitudinal magneti-
zation (intensity) that decays with the spin lattice
relaxation time, which is usually several seconds
for diamagnetic fluids such as water or organic
solvents (fig. S4). Within that time, the encoded
fluid flows to a detector whose volume ismatched
to the feature of interest (e.g., microfluidic chan-
nel), where the information encoded within it—a
spectrum or an image—is read out as the fluid
flows past. Our method does not require the en-
coded fluid packets to arrive at the detector in
order; simple Fourier transformation yields both
the encoded information and a correlated time-of-
flight dimension that reflects the arrival of fluid
packets at the detector. Most important, because
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the volume of our single detector is matched to
the size of the interesting features, remote detec-
tion allows us to zoom in on them while mini-
mizing the sensitivity loss due to filling factor or
susceptibility broadening. This setup provides a
signal enhancement of 400 relative to conven-
tional MRI for our geometry and in the experi-
ments we present here (Figs. 2 and 3).

Further, because the Fourier image coeffi-
cients are stored and then read out indirectly, we
benefit from tremendous flexibility in the way
that they are digitally sampled. Indeed, most sys-
tems for which remote detection is likely to be
useful are sparse in that their interesting features
occupy a small fraction of the image field of view.
Just as sparse electronic data can be compressed
to a fraction of their normal volume, our images
can be represented and sampled sparsely. Sparse
or nonuniform sampling of the Fourier space is
critically important in reducing the time required
to acquire images with high resolution and high
dimensionality. This is because a conventional
MRI image comprises repetitions of an experi-
ment whose parameters are serially incremented
to encode each point in the multidimensional
Fourier space. Its acquisition therefore requires a
time proportional to the product of the number of
points in each dimension. By using compressed

sensing, now also introduced in clinical MRI (15),
we further reduce acquisition times in remotely
detected images by factors of 8 to 64 by sampling
only a chosen subset of these points. Our imple-
mentation of compressed sensing relies on the
sparse representation of images in the wavelet
domain (16) and nonlinear reconstruction (fig.
S5) (17). Combining sparse samplingwith remote
detection allows us to record images about 1million
times as quickly as in a conventional MRI experi-
ment that might be recorded using the same imag-
ing hardware [enhancement by a factor of ~1100
to 3200 gives ~10002 = 106 increase in speed (17)].

In the examples below, we enclosemicrofluidic
devices (chip dimensions ~3 cm by 4 cm; micro-
fluidic channels with rectangular cross section of
50 to 150 mm) with a commercially produced
volume-encoding coil (40 mm × 40 mm cylin-
der) in an unmodified high-fieldMRI system.We
subject them to magnetic field gradients (Fig. 1)
that encode information about the spatial dis-
tribution of flow and its velocity in the spin de-
grees of freedom of water, although the method
is generically applicable to any analyte. Our de-
tector is a microsolenoid (250 mm × 0.5 mm)
NMR probe connected to the outlet of the micro-
fluidic device. We acquire NMR signals strobo-
scopically as the detector coil empties and fills

with new encoded fluid. Accordingly, our scheme
(Fig. 1B) uses gradient pulses that compensate
for the deleterious effects of fluid motion dur-
ing the encoding period or render the signal phase
sensitive to the velocity alone while removing its
dependence on position and acceleration (13, 18)
[hereafter called phase contrast (17)].

We thus explore the limits of resolution at com-
mercially available gradient strengths, achieving
a time resolution of 30 ms and spatial resolu-
tion of better than 15 mm, at flow rates approach-
ing 100 cm/s. These measurements furthermore
explicitly correlate two complementary descrip-
tions of the flow field—the Lagrangian, in which
the flow is parameterized in terms of fluid parcel
trajectories and times of flight, and the Eulerian,
in which the velocity is specified at each point in
space—in three spatial dimensions. By contrast,
optical measurements in the en face geometry typ-
ically require transparent samples and confocal
arrangements to image concentration or velocity
gradients in the perpendicular dimension. Our
method, however, resolves only the compo-
nents of the velocity field that are in steady state
over the duration of the experiment; non–steady-
state flow contributes a random phase and can-
not be elucidated using this or other MRI-based
techniques.

To validate our method, we applied remotely
detected velocimetry to three microscale struc-
tures: a microcapillary (diameter 50 mm), a ser-
pentine microfluidic mixer, and a constricted
microchannel. In the first case, it is well known
that the pressure-driven flow of water should
produce a parabolic axial velocity profile due to
the vanishing relative velocity of viscous liquids
at solid boundaries. This expected distribution is
indeed revealed by two-dimensional sections of
axial velocity–encoded images (Fig. 2, A and B).
These high-resolution (15 mm) experiments also
illustrate several unique features of remotely de-
tected velocimetry. Beyond revealing expected
correlations between time of flight and local ve-
locity, the data demonstrate how the image ap-
pearance depends predictably on this time of
flight to the detector, in the sense that faster-
moving components arrive at earlier times of
flight. Further, because the velocity varies con-
tinuously, each voxel contains a distribution of ve-
locities that are measured as a geometric average
in phase contrast measurements, but are separated
here by a Lagrangian time-of-flight parameter (fig.
S3). Alternatively, the true velocity distribution can
also be measured by Fourier velocity methods (see
below), in which the velocity-encoding gradient is
stepped through a series of values to generate a
conjugate Fourier dimension that encodes the ve-
locity distribution.

Next, we applied our velocimetry method to
flow in a serpentine microfluidic mixer (Fig. 2 and
movies S1 and S2), in which the encoded trans-
verse velocity, orthogonal to the overall axis of
flow, changes in sign as the channel winds back
and forth. Finally, we investigated flow in a con-
stricted microchannel—an important geometry

detection

encoding

Gx

Gy

Gz

B

A

tvel/taccel ttravel tTOF

stroboscopic 
detection

in microfluidic chip in microsolenoid

1 2 3 4

Fig. 1. Remotely detected MRI. (A) Spins in fluid analytes are polarized (1) in an MRI magnet and then
encoded (2) in an MRI volume coil with switchable gradients (encircled in red). Information is stored (3) as
the fluid travels to an optimized microsolenoid detector (4), where it is detected (still in the MRI magnet).
(B) MRI pulse sequence. After slice selection, information is encoded into the phase of the NMR signal by
magnetic field gradients (Gx,Gy, Gz) and stored by a p/2 pulse for travel to the detector, where it is detected
stroboscopically. tvel and taccel, times over which velocity- or acceleration-phase encoding is performed;
ttravel, travel time from chip to microsolenoid; tTOF, time for travel of a fluid packet from chip to detector.
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because many microfluidic elements, including
valves and connectors, incorporate discontinuous
changes in the channel boundary. We examined
accelerating water flow through the constriction
with 20-mm resolution (first using conventional,
not compressed, sampling to validate the method).
The data in Fig. 3A and movie S3 clearly resolve
both the faster components of the flow and those
that are retarded by the constriction and arrive
later. Further, multidimensional velocity images
with three spatial dimensions (Fig. 3B), acquired
with compressed sensing, illustrate that flow near
the constriction appears dispersive at this spatial
resolution. Indeed, fine Fourier sampling of the
velocity dimension (Fig. 3C) reveals a broad ve-
locity distribution for voxels near the constriction,
and, because these measurements simultaneously
elucidate flow in the Lagrangian picture, the time-
of-flight dispersion curves (Fig. 3D) for spins that
transit this voxel similarly reveal correlated infor-
mation about the dispersion.

Our approach thus addresses two important
problems in microfluidics. Microfluidics prom-
ises to miniaturize laboratory-scale chemistry so
that it can be conducted in parallel and in portable
devices (19–22). However, critically lacking for
the design of new devices (as well as for parallel
assays in existing ones) is a nonperturbing tool to
probe both microscale chemistry and flow dynam-
ics (23). Although NMR spectra contain specific
chemical information and MRI delivers informa-
tion about flow distributions, neither is generi-
cally suitable for microfluidic applications in its
conventional incarnation (24). Remote detection
is a method bywhich a single generic NMR-MRI
detector can easily be coupled to anymicrofluidic
geometry without modification. Nonetheless,
microfluidic remote detection has a number of
limitations. It is applicable only to analytes that
are themselves NMR-active or can be detected
indirectly by contrast agents or other sensors.
Moreover, the residence time of the analytes in
the device after encoding must be less than that
required for the spins to relax to thermal equi-
librium polarization (T1 relaxation). For example,
if a remotely detected microfluidic assay requires
an incubation period longer than T1, it will have
to be conducted first with the flow arrested, to be
followed by MRI encoding of the result and
transport to the remote detector within a time
shorter than T1.

This method also has potential applications
beyondmicrofluidics.Microsolenoid NMR detec-
tors routinely achieve picomolar mass sensitivity
(1). Thus, without specialized hardware, ourmeth-
od can now be applied to flow in microporous
materials and, with detection of chemical shifts
(11), to high-throughput studies of combinatorial
chemistry, cellular metabolism, and small-molecule
screening. Next, its application to analogous flow
structures in vivo may enable sensitive localized
spectroscopy—and possibly imaging—of micro-
vasculature in the brain, kidneys, and liver with
catheter microcoils or surface coil detectors and
blood as the encoding fluid, particularly if slowly

relaxing hyperpolarized substances, such as 13C
polarized by dynamic nuclear polarization or op-
tically polarized 129Xe, are used as the encoding
medium. Finally, remote detection, in separating
the polarization, encoding, and detection steps of
an experiment, permits the separate optimization
of each. We therefore anticipate that this technol-

ogy, in combination with sensitive NMR chem-
ical sensors (5, 25) and microfabricated NMR
detectors (26) based on optical magnetic field
sensors that operate at low magnetic fields (27),
will be central to the construction of low-cost
NMR devices for highly parallel analytical, bio-
medical, and clinical applications (28).
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Fig. 2. Images of flow in microfluidic devices. (A) Three-dimensional [15 (X) × 15 (Y) × 15 (Z) points]
velocity-encoded images of flow through a microcapillary. Each image represents the segments of the flow
that arrived with the indicated time of flight (TOF). The 3D contours are drawn at the outer surface of the
image (capillary boundary). The colored surface within the 3D capillary indicates the velocity in a plane
through the center of the capillary. (B) A two-dimensional velocity image cross-section [15 (X) × 15 (Y) points]
illustrating parabolic velocity profile in the capillary. (C to G) Images of flow in a microfluidic serpentine
mixer, demonstrating the use of compressed sensing. (C) Image [256 (X) × 256 (Y) pixels] acquired with 32×
subsampling. (D) As in (C), but with 64× subsampling. (E) Velocimetric MRI image (63 × 63 pixels) of flow in
which the transverse velocity has been encoded. (F) A higher-resolution (256 × 256 pixels) velocimetric
image, acquired in the same amount of time as the image in (E) with 16× subsampling. (G) Selected images
showing flow pattern as a function of TOF (note: actual time resolution was 50 ms; see movies S1 and S2).
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Probing the Ultimate Limit of
Fiber-Optic Strain Sensing
G. Gagliardi,1* M. Salza,1 S. Avino,1 P. Ferraro,1 P. De Natale2

The measurement of relative displacements and deformations is important in many fields such as
structural engineering, aerospace, geophysics, and nanotechnology. Optical-fiber sensors have become
key tools for strain measurements, with sensitivity limits ranging between 10−9 and 10−6e hertz (Hz)–1/2

(where e is the fractional length change). We report on strain measurements at the 10−13e-Hz–1/2

level using a fiber Bragg-grating resonator with a diode-laser source that is stabilized against a
quartz-disciplined optical frequency comb, thus approaching detection limits set by thermodynamic
phase fluctuations in the fiber. This scheme may provide a route to a new generation of strain sensors
that is entirely based on fiber-optic systems, which are aimed at measuring fundamental physical
quantities; for example, in gyroscopes, accelerometers, and gravity experiments.

Optical sensors and interferometers arewide-
ly used for high-sensitivity strain measure-
ments. Gravitational-wave, long-baseline

interferometers are the most sensitive strain de-

tectors developed to date, with impressively low
detection limits on the order of 10−22e Hz–1/2

(where e is the fractional length change), from a
few tens of hertz up to the kilohertz range (1).

However, these detectors are extremely complex
and cumbersome, with a length of several kilome-
ters. Smaller–length scale (centimeter) optical-fiber
sensors are widespread tools for static and
dynamic local-deformationmonitoring insideme-
chanical structures andmaterials, in environments
as diverse as ocean depths, geothermal wells (2),
and aircrafts (3). Strain sensitivities ranging be-
tween 10−9 and 10−6e Hz–1/2 are presently feasi-
ble with the use of standard telecommunication
fiber technology (4). Higher strain resolutions
have been demonstrated with passive fiber-optic
resonators using frequency-stabilized lasers (5, 6)
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Italy.
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Fig. 3. Accelerating flow in a microfluidic constriction. (A) Two-dimensional images (63 × 15 points, XZ and
YZplane; constriction in X) show the high resolution (20mm) achieved bymotion-compensated spatial encoding.
The progression reveals fast and slow components of the flow dynamics (seemovie S3). The sum is over all TOFs.
(B) Axial velocity–encoded images [16 (X) × 16 (Y) × 64 (Z)] acquired with 8× subsampling, illustrating
acceleration near the constriction and the correlation of velocity and TOF. (C andD) Around the constriction, flow
is dispersive at this spatial resolution; velocity distributions measured at different TOFs (C) reveal fast and slow
components, as does the TOF dispersion curve (D). (E) Schematic of the constricted microfluidic channel.
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